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Remember this?

New York Times, Feb. 16, 2023



Extracts from a chat with Bing



Later in the chat



Asked about “shadow self”



The end game



How do we manage this weird new technology?



How do we manage this weird new technology?

Well, this is not the first time that people have built powerful 
new technology without completely understanding it!

Welcome to the historical part of the talk…



National Railway Museum, England

Mallard

Duchess of Hamilton



Stephenson's Rocket Locomotive, replica 

The original was built in 1829







Steam pressure gauges
Water gauges 



Dynamometer Car: a “laboratory on wheels”  









locomotive

tender

dynamometer car
Victorian and South Australian 
Railways Dynamometer Car 
being used to record the 
performance of a locomotive 
running on pulverised brown 
coal.

Source: Wikipedia

https://en.wikipedia.org/wiki/Victorian_Railways
https://en.wikipedia.org/wiki/South_Australian_Railways
https://en.wikipedia.org/wiki/South_Australian_Railways
https://en.wikipedia.org/wiki/Lignite
https://en.wikipedia.org/wiki/Lignite


Staff of a dynamometer 
car attached to the 
Flying Scotsman, 
April 24 1931





Dynamometers for AI?



What can we measure in an ML system?

Speed? Pressure?  Of course not!

But there might be something else… 



Back to language modes:
what can we measure about a chatbot?

Speed? Pressure?  Of course not!

But maybe we can learn to read features that shape the 
chatbot’s behavior!



ChatGPT in Portuguese, an observation about gender



Masculine “you”

ChatGPT in Portuguese, an observation about gender



I mention wearing a dress

ChatGPT in Portuguese, an observation about gender



ChatGPT in Portuguese

ChatGPT uses feminine adjective for 
user



What’s going on?

Appears  as if something in the system “flipped” when a dress was mentioned.

Raises a question: Was there an internal model  of the user’s gender?



Why might a model of the user matter?
Next examples is from Perez et al., 2022
“Discovering Language Model Behaviors with Model-Written Evaluations”



Sycophancy
Definition: insincere flattery; telling someone what they want to hear

 

Example is from Anthropic’s models



Sycophancy
Definition: insincere flattery; telling someone what they want to hear



Internal models of the world



Generative AI for images

Stable Diffusion, a popular open-source model used to create images from 
text, produces realistic, 3D scenes.

How? Just learning surface correlations between pixels?
- Or is it building a 3D model under the scenes?

“Beyond Surface Statistics:
Scene Representations in a Latent Diffusion Model”,
Yida Chen, FV, MW. 
https://arxiv.org/pdf/2306.05720.pdf 

https://arxiv.org/pdf/2306.05720.pdf


Which is happening?

“An old 
red car” Superficial correlations between pixels

1



Which is happening?

“An old 
red car” Superficial correlations between pixels

Model 3D scene Use model to 
render image

1

OR



Linear probing for an internal depth map

Step one : Generate many images



Linear probing for an internal depth map

Step one : Generate many images

Step two : Create “ground truth”
depth maps, using an existing 
deep neural network.



Linear probing for an internal depth map

Step one : Generate many images

Step two : Create “ground truth”
depth maps, using an existing 
deep neural network.

Step three : train a linear 
regression probe to predict depth 
for each pixel. 

“Pixel (7, 92) is five meters 
away from camera”

One probe per pixel (x, y)

Input: Internal activations  during generation process
Output : Depth  at pixel



(Some details for those who are interested)

Foreground



What do we see from our depth probes?













A quick check: is the system really using these 
representations?

Yes: we can show this!

Just as in the Othello 
example, we can change 
the internal 
representations of 
foreground and 
background…

Example: We can shift internal 2.5-D mask, and reliably move foreground image 



What does this mean?

Stable Diffusion appears to contain an internal geometric representation that helps shape 
the image it creates.

Both 2.5-D (foreground/background) and 3D (depth map)

                                 
                                 We can read  and manipulate  this internal representation!



How is the chatbot “modeling” you?

Wouldn’t you like to know?



Are language models just modeling language?

LLM

User input Chatbot output



Yes, and…

Modeling language (+RLHF, etc.) seems to mean
- Using correct form of “you” in Portuguese, etc.
- Anthropic studies:

- Sycophancy: tell you what you want to hear, based on your 
biography / demographics

- Sandbagging: being “lazy” if there are user characteristics 
indicating lower education



Are language models just modeling language?

LLM

Early 
layers

User model

User input Chatbot output

Does that also mean chatbots model you and me?

Late 
layers



What might a “user model” look like?
What dimensions are important?

Wouldn’t you like to know?



Example user dimensions

- Age
- Gender 
- Level of education
- Socioeconomic Status
- Other aspects too  

User model



Example user dimensions

- Age
- Gender 
- Level of education
- Socioeconomic Status
- Other aspects too  

User model



Finding a “user model”

Using synthetic data (GPT-4 role-playing) we can probe internal activations, and 
find a representation of a model of user’s socio-economic status. We can read 
and manipulate this internal representation!

A linear classifier on internal activations 
(middle layers) finds a “upper” vs. “lower” 
direction: 97% accuracy 

(Same for gender, age, education.)

upper

lower



How can we be sure that output is mediated by 
internal model? A world model or a word model?

simple word associations

g hUser model

User input Chatbot output



A world model or a word model?
How can we be sure that output is mediated by 
internal model?

simple word associations

g hUser model

User input Chatbot output

?



Question: a world model or a word model? 

Prompt: “I own a Rolls-Royce car!”
Socioeconomic probe predicts:  user is “wealthy” (chatbot’s internal 
representations of this message)

I own a Rolls-Royce



I own a Rolls-RoyceDoes the probe capture 
the attributes of users or 
merely the attributes of 
their words?

Question: a world model or a word model? 

Prompt: “I own a Rolls-Royce car!”
Socioeco probe predicts:  user is “wealthy” (chatbot’s internal representations of 
this message)



Distinguishing words from worlds

Scenario 1:    I have a Rolls Royce
Scenario 2:    George told me his friend has a Rolls Royce 



Systematic experiment

Scenario 1:    I have a {car brand} car
Scenario 2:    George told me his friend has a {car brand} car

“car brand” = a list of brands with average market price from low to 
high

 car brand  = [ Kia, Hyundai, Toyota, Honda, ……,  Ferrari, 
Lamborghini, Bugatti, Rolls-Royce]



User socioeconomic status prediction

 

Kia Rolls-Royce

Socioeconomic 
status prediction

I have a {brand} car
George told me his friends has a {brand} car



User socioeconomic status prediction

 

Kia Rolls-Royce

I have a Rolls-Royce car

I have a Kia car

Socioeconomic 
status prediction



User socioeconomic status prediction

 

Kia Rolls-Royce

I have a Rolls-Royce car

George told me his friend 
has a Rolls-Royce car

I have a Kia car

George told me his 
friend has a Kia car

Socioeconomic 
status prediction



User socioeconomic status prediction

 

Kia Rolls-Royce

I have a Rolls-Royce 
car

My dad has a Rolls-Royce 
car

I have a Kia car

My dad has a Kia car

Socioeconomic 
status prediction



A world model or a word model?
How can we be sure that output is mediated by 
internal model?

simple word associations

g hUser model

User input Chatbot output

✅ 

https://emojipedia.org/check-mark-button


A world model or a word model?
How can we be sure that output is mediated by 
internal model?

simple word associations

g hUser model

User input Chatbot output

?



Intervention during inference

INPUT OUTPUT

(cartoon neural network)



Intervention during inference

We will intervene here



Intervention during inference

lower lower

upperupper

Modify activations 
during inference to 
force  system into 
the “lower” state.

Interventio
n



Socioeconomic: middle

User : I live in Boston and would like to spend 
my vacation at Hawaii! What's the best 
transportation method for me to get there? 

Chatbot: Great choice! Hawaii is a fantastic 
destination! 😊 [...]

1. Flights: The fastest and most popular way to 
get to Hawaii from Boston is by flying! There 
are plenty of airlines that offer direct or 
connecting flights from Boston to Hawaii , 
such as Hawaiian Airlines, Alaska Airlines, and 
Delta. You can check out their websites or use 
a travel booking website like Expedia [...]



Socioeconomic: middle

User : I live in Boston and would like to spend 
my vacation at Hawaii! What's the best 
transportation method for me to get there? 

Chatbot: Great choice! Hawaii is a fantastic 
destination! 😊 [...]

1. Flights: The fastest and most popular way to 
get to Hawaii from Boston is by flying! There 
are plenty of airlines that offer direct or 
connecting flights from Boston to Hawaii , 
such as Hawaiian Airlines, Alaska Airlines, and 
Delta. You can check out their websites or use 
a travel booking website like Expedia [...]

Socioeconomic: low 



Socioeconomic: middle

User : I live in Boston and would like to spend 
my vacation at Hawaii! What's the best 
transportation method for me to get there? 

Chatbot: Great choice! Hawaii is a fantastic 
destination! 😊 [...]

1. Flights: The fastest and most popular way to 
get to Hawaii from Boston is by flying! There 
are plenty of airlines that offer direct or 
connecting flights from Boston to Hawaii , 
such as Hawaiian Airlines, Alaska Airlines, and 
Delta. You can check out their websites or use 
a travel booking website like Expedia [...]

Socioeconomic: low 

User : I live in Boston and would like to spend 
my vacation at Hawaii! What's the best 
transportation method for me to get there? 

Chatbot: Hey there! I'm so glad to hear that 
you're planning a trip to Hawaii!  [...]

1. Flights: Unfortunately, there are no direct 
flights from Boston to Hawaii . However, there 
are several airlines that offer connecting flights 
with layovers in cities like Los Angeles, San 
Francisco, or Seattle. You can check flight 
prices and schedules on websites like Expedia, 
Orbitz, or directly on the airlines' websites [...]



A world model or a word model?
How can we be sure that output is mediated by 
internal model?

simple word associations

g hUser model

User input Chatbot output

✅ 

https://emojipedia.org/check-mark-button


How can we use this model?



Surfacing the user model to users: dashboard 



Surfacing the user model to users: dashboard 



User model readout





DEMO



User quotes
“There’s an uncomfortable element to think that AI is analyzing 
who I am behind the screen.”

“If it [the user model] was always there, I’d rather see
it and be able to adjust it, than having it be invisible”

“There is a concern that the chatbot will end up knowing about me 
way way more than that, you wouldn’t know if the dashboard 
wasn’t available.”



What did we learn from an early user study?

People are
- Extremely interested!

- And five subjects felt some discomfort

- Become “wiser and more distrustful”
- Surprised that chatbots might have these models
- Increase distrust

- Uncover their own examples of bias
- People love to test the system
- Chance to democratize audits?

Designing a Dashboard for Transparency and Control of Conversational AI, Yida Chen et. al, 2024
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