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• Mastering language is viscerally impressive, but LLMs 
completely dominate the conversation

• A “model that understands X” where X = a scientific 
domain can be extremely valuable! 

‣ Operating in complexity regimes where our abilities are 
severely limited

Image credit: DeepMind Image credit: Microsoft

https://deepmind.google/discover/blog/millions-of-new-materials-discovered-with-deep-learning/
https://www.microsoft.com/en-us/research/blog/mattergen-a-new-paradigm-of-materials-design-with-generative-ai/
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Models that understand physics

6

I’d like a foundation model that understands particle physics data!

Experimental data 
(hundreds/thousands of channels)

Identify underlying physics (Higgs, top 

quark, …) 

Tagging interesting objects 

Regression (e.g. particle energy) 

Anomaly detection (new physics) 

Analysis automation

Downstream tasksFoundation model
*experiment-specific

Self-supervised training,

understands the “structure of the data”

Fine-tune
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H → γγ
Image credit: CERN

If LLMs can write, code, and “reason”, can 
they also do my job?

https://cds.cern.ch/record/1606503
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H → γγ

Not even close!

Image credit: CERN Clearly there is some work to be done… 

But what do we mean by “foundation model”?

https://cds.cern.ch/record/1606503
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Handling physics data

10

Particle physics data is really different than 

language!

‣ Very high-dimensional, not tokenized, almost no 
“meaning” by itself

‣ Unordered

‣ Interpretation is statistical (no N = 1 discovery)

‣ Highly context-dependent (detector, reco)

‣ Defined at many different scales

‣ Generative models (e.g. GPT) are rarely 
necessary

Image credit: CERN

CMS-PAS-HIG-19-015

pμ = (E, px, py, pz)
What kind of “foundation model” 
approach is suited to this data?

https://cds.cern.ch/record/2114784
https://cds.cern.ch/record/2725142
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Image credit: CERN

higgs

QCD

electroweak

new physics?

• My position in this talk: a good “FM” for collider data should compress noisy, complex, high/variable-

dimensional data into a low-dimensional, physically meaningful embedding 

• A “universal pre-processing step” for collider data — everything else can be fine-tuned downstream 

• Possibility to inject inductive biases (e.g. preserving physical metrics, accounting for systematics, etc)

https://cds.cern.ch/record/2114784
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• An LHC physics primer

• Progress towards useful “spaces” for HEP

‣ Semi-supervised spaces for anomaly 
detection

‣ Self-supervised contrastive spaces for 
anomaly detection & more (FM-style)

‣ Correcting simulation bias

• Ongoing/future work & outlook

12

Outline
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Some LHC physics 
basics
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The Large Hadron Collider
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World’s largest particle collider — 27 km circumference

The LHC collides (bunches of) protons at a center of 

mass energy of 13 TeV
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Interpreting the data
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What we care about  
(and can calculate) What we can measure

Machine learning is extremely well-suited to tackling HEP problems!

AI tools are deeply embedded in LHC analysis ecosystem 
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LHC physics workflow

Trigger
Select only the “interesting” events to save.


Fast, on-chip data reconstruction & inference

FastML

Emerging AI frontier

Anomaly trigger

2103.05579

Analyze
Reconstruct data, make SM 

measurements, search for new physics

AI is everywhere …

• Signal vs background discrimination  

• Taggers (e.g. Higgs) 

• Anomaly detection (new physics)

Huge, rapidly evolving field!

Hep ML Living review 
(~1.4k papers & counting)

Collide
40 MHz


Overwhelming data rate!

Nature

https://arxiv.org/abs/2103.05579
https://fastmachinelearning.org/
https://cds.cern.ch/record/2904695
https://iml-wg.github.io/HEPML-LivingReview/
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LHC physics workflow

This talk

Trigger
Select only the “interesting” events to save.


Fast, on-chip data reconstruction & inference

FastML

Emerging AI frontier

Anomaly trigger

2103.05579

Analyze
Reconstruct data, make SM 

measurements, search for new physics

AI is everywhere …

• Signal vs background discrimination  

• Taggers (e.g. Higgs) 

• Anomaly detection (new physics)

Huge, rapidly evolving field!

Hep ML Living review 
(~1.4k papers & counting)

Collide
40 MHz


Overwhelming data rate!

Nature

https://arxiv.org/abs/2103.05579
https://fastmachinelearning.org/
https://cds.cern.ch/record/2904695
https://iml-wg.github.io/HEPML-LivingReview/
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Image credit: E. Metodiev

https://www.ericmetodiev.com/post/jetformation/
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Jets

18

• We can never observe “bare” quarks/gluons due 

to a QCD phenomenon called color 

confinement

• We detect composite objects called jets as a 

proxy for the underlying q/g

• Jet substructure can tell us about the initiating 

particle

More boosted (higher momentum) ⟶

“Two-prong” jet

Image credit: E. Metodiev

https://www.ericmetodiev.com/post/jetformation/


Sam Bright-Thonney IAIFI Colloquium February 14th, 2025 19

Semi-supervised 
spaces

Building a space “by hand” for anomaly detection
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Some motivation

20

“Theory Space” An ideal CMS search

We should make our searches as broad as possible — model agnostic 

After ~15 years of LHC physics, no clear experimental target for new physics
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How an embedding might help

21

Why would an embedding be helpful for these searches? 

1. Anomaly detection in high-dim datasets is fundamentally 

hard: difficult to model, more “tails”, sparse 

2. Partially alleviate “performance tradeoff” btwn low-level 
particle info & hand-constructed observables? 

3. Interpretation might be easier, depending on how 
interpretable you can make your space 

Image credit: CERN

https://cds.cern.ch/record/2114784
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Designing a search

22

• What’s the most generic thing we can look for?

‣ A new particle (anything)

• What physical signature?

‣ Two-body decay, i.e. a resonance

‣ Assume only hadronic decays (jets)

• We call this a “dijet resonance” — performing a bump 

hunt

‣ Easier said than done — QCD (boring stuff) is a huge 

background
Small signal!

SM Background
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SM-like unsupervised loss

• Imagine you train an unsupervised model on SM 

backgrounds

‣ The “high loss” region is where we expect signal — 

potentially very sensitive!

Bkg 
(Sim) Sig 

(Sim)
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Semi-supervised searches with QUAK
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Semi-supervised searches with QUAK

23

• Imagine you train an unsupervised model on SM 

backgrounds

‣ The “high loss” region is where we expect signal — 

potentially very sensitive!

‣ But in reality, tails are populated by all kinds of 

uninteresting anomalies

• Semi-supervised : We “know” what new physics could/
would look like
‣ Add a new “signal-like” axis or axes trained on 

benchmark BSM signals

‣ Provides a “physics prior” — include wide enough set 

of priors to enable “interpolation”

• “Quasi Anomalous Knowledge” technique — QUAK!

JHEP 06 (2021) 030

https://link.springer.com/article/10.1007/JHEP06(2021)030
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Inputs (each jet)
<latexit sha1_base64="PdPtRGSVjNamnnbCZi5+e/AySuk=">AAADInicbVFdb9MwFHXC1ygf6+CRF0OFxENVJd0YGxLSJBDiCRVt3YaaKHIcpzX1R2Y7bJWVf7NfwxviCYkfg5NWFem4kqVzzz33XtsnLRjVJgh+e/6t23fu3tu633nw8NHj7e7Ok1MtS4XJGEsm1XmKNGFUkLGhhpHzQhHEU0bO0vn7un72nShNpTgxi4LEHE0FzSlGxlFJ9zpSMwnfwShXCFue2MiQK2OPP1T9b1Vli8Se1KAfXZQog5FBZWKHYTvfHbbzvd1WfrweH+kLZex6iJvf4PW4UZL24RKKJOLIzBS3o49V0u0Fg6AJeBOEK9ADqxglO14eZRKXnAiDGdJ6EgaFiS1ShmJGqk5UalIgPEdTMnFQIE50bJvvrOBLx2Qwl8odYWDD/tthEdd6wVOnrO+oN2s1+b/apDT5QWypKEpDBF4uyksGjYS1NzCjimDDFg4grKi7K8Qz5H7OOAdbW3jJDFXysv0Sg5ztsb1avqPVkEo5d2XtWEEuseQcicxGSjgPMGGsabGKZM9fB9XnDdV00VJNFSGi1n2tnQk3fbgJToeDcH+w/2Wvd9RfebQFnoEX4BUIwRtwBD6BERgD7HW8wDv03vrX/g//p/9rKfW9Vc9T0Ar/z19NHwSD</latexit>

⇢ =
mSD,j

pT,j
, ⌧21, ⌧32, ⌧43, ⌧S =

p
⌧21
⌧1

, Pb, nPF
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<latexit sha1_base64="PdPtRGSVjNamnnbCZi5+e/AySuk=">AAADInicbVFdb9MwFHXC1ygf6+CRF0OFxENVJd0YGxLSJBDiCRVt3YaaKHIcpzX1R2Y7bJWVf7NfwxviCYkfg5NWFem4kqVzzz33XtsnLRjVJgh+e/6t23fu3tu633nw8NHj7e7Ok1MtS4XJGEsm1XmKNGFUkLGhhpHzQhHEU0bO0vn7un72nShNpTgxi4LEHE0FzSlGxlFJ9zpSMwnfwShXCFue2MiQK2OPP1T9b1Vli8Se1KAfXZQog5FBZWKHYTvfHbbzvd1WfrweH+kLZex6iJvf4PW4UZL24RKKJOLIzBS3o49V0u0Fg6AJeBOEK9ADqxglO14eZRKXnAiDGdJ6EgaFiS1ShmJGqk5UalIgPEdTMnFQIE50bJvvrOBLx2Qwl8odYWDD/tthEdd6wVOnrO+oN2s1+b/apDT5QWypKEpDBF4uyksGjYS1NzCjimDDFg4grKi7K8Qz5H7OOAdbW3jJDFXysv0Sg5ztsb1avqPVkEo5d2XtWEEuseQcicxGSjgPMGGsabGKZM9fB9XnDdV00VJNFSGi1n2tnQk3fbgJToeDcH+w/2Wvd9RfebQFnoEX4BUIwRtwBD6BERgD7HW8wDv03vrX/g//p/9rKfW9Vc9T0Ar/z19NHwSD</latexit>

⇢ =
mSD,j

pT,j
, ⌧21, ⌧32, ⌧43, ⌧S =

p
⌧21
⌧1

, Pb, nPF

• QUAK space axes implemented with normalizing flows

‣ Density estimation models (unsupervised)
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• QUAK space axes implemented with normalizing flows

‣ Density estimation models (unsupervised)

‣ Evaluate  for each event — signal/bkg-

like losses

−log p(x)

FlowBackground 
Events

QUAK space axes

SM Bkg
−log pB(x)

Bkg-like loss
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, ⌧21, ⌧32, ⌧43, ⌧S =

p
⌧21
⌧1

, Pb, nPF
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‣ Density estimation models (unsupervised)

‣ Evaluate  for each event — signal/bkg-

like losses

−log p(x)

FlowBackground 
Events

QUAK space axes

SM Bkg
−log pB(x)

+ …

mA = 170, mB = 170

Flow Signal-like 1
−log pS1

(x)

Bkg-like loss

Si
gn

al
-li

ke
 1



Sam Bright-Thonney IAIFI Colloquium February 14th, 2025

Training the axes

25

Inputs (each jet)
<latexit sha1_base64="PdPtRGSVjNamnnbCZi5+e/AySuk=">AAADInicbVFdb9MwFHXC1ygf6+CRF0OFxENVJd0YGxLSJBDiCRVt3YaaKHIcpzX1R2Y7bJWVf7NfwxviCYkfg5NWFem4kqVzzz33XtsnLRjVJgh+e/6t23fu3tu633nw8NHj7e7Ok1MtS4XJGEsm1XmKNGFUkLGhhpHzQhHEU0bO0vn7un72nShNpTgxi4LEHE0FzSlGxlFJ9zpSMwnfwShXCFue2MiQK2OPP1T9b1Vli8Se1KAfXZQog5FBZWKHYTvfHbbzvd1WfrweH+kLZex6iJvf4PW4UZL24RKKJOLIzBS3o49V0u0Fg6AJeBOEK9ADqxglO14eZRKXnAiDGdJ6EgaFiS1ShmJGqk5UalIgPEdTMnFQIE50bJvvrOBLx2Qwl8odYWDD/tthEdd6wVOnrO+oN2s1+b/apDT5QWypKEpDBF4uyksGjYS1NzCjimDDFg4grKi7K8Qz5H7OOAdbW3jJDFXysv0Sg5ztsb1avqPVkEo5d2XtWEEuseQcicxGSjgPMGGsabGKZM9fB9XnDdV00VJNFSGi1n2tnQk3fbgJToeDcH+w/2Wvd9RfebQFnoEX4BUIwRtwBD6BERgD7HW8wDv03vrX/g//p/9rKfW9Vc9T0Ar/z19NHwSD</latexit>

⇢ =
mSD,j

pT,j
, ⌧21, ⌧32, ⌧43, ⌧S =

p
⌧21
⌧1

, Pb, nPF

• QUAK space axes implemented with normalizing flows

‣ Density estimation models (unsupervised)

‣ Evaluate  for each event — signal/bkg-

like losses

−log p(x)

FlowBackground 
Events

QUAK space axes

SM Bkg
−log pB(x)

+ …

mA = 170, mB = 170

Flow Signal-like 1
−log pS1

(x)

+ …

mA = 80, mB = 400

Flow Signal-like 2
−log pS2

(x)Bkg-like loss

Signal-
lik

e 2

Si
gn

al
-li

ke
 1



Sam Bright-Thonney IAIFI Colloquium February 14th, 2025

Training the axes
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Inputs (each jet)
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⇢ =
mSD,j

pT,j
, ⌧21, ⌧32, ⌧43, ⌧S =

p
⌧21
⌧1

, Pb, nPF

• QUAK space axes implemented with normalizing flows

‣ Density estimation models (unsupervised)

‣ Evaluate  for each event — signal/bkg-

like losses

−log p(x)

<latexit sha1_base64="S2udB01Fa2uXSrGcTgAd8lmQqhc=">AAACgnicbVFLT9tAEN6YZ0OhBI69uESVKoQiuy0pBw5IXHpCIJGEKrbQej0OS/Zh7Y6hkeX/wBX+Gf+mm8cBh4600qfvoZnZSXLBLQbBa8NbWV1b39j80Nz6uL3zabe117e6MAx6TAttbhJqQXAFPeQo4CY3QGUiYJCMz6f64AGM5Vpd4ySHWNKR4hlnFB3Vjx5SjfZ2tx10gln570G4AG2yqMvbViOLUs0KCQqZoNYOwyDHuKQGORNQNaPCQk7ZmI5g6KCiEmxczsat/K+OSf1MG/cU+jP2baKk0tqJTJxTUryzy9qU/J82LDA7iUuu8gJBsXmjrBA+an+6u59yAwzFxAHKDHez+uyOGsrQ/VCtiywEcqMf65sgdd8al3/ne9QCidZjJ1vHKnhkWkqq0jIyqiojBkLMIqWB9MtxUF0suUaTmmtkANTU96dylwmX7/Ae9L93wm6ne/WzfXa0uNEm+UwOyDcSkl/kjPwml6RHGLknT+SZvHir3qEXej/mVq+xyOyTWnmn/wBfC8fg</latexit>...
<latexit sha1_base64="S2udB01Fa2uXSrGcTgAd8lmQqhc=">AAACgnicbVFLT9tAEN6YZ0OhBI69uESVKoQiuy0pBw5IXHpCIJGEKrbQej0OS/Zh7Y6hkeX/wBX+Gf+mm8cBh4600qfvoZnZSXLBLQbBa8NbWV1b39j80Nz6uL3zabe117e6MAx6TAttbhJqQXAFPeQo4CY3QGUiYJCMz6f64AGM5Vpd4ySHWNKR4hlnFB3Vjx5SjfZ2tx10gln570G4AG2yqMvbViOLUs0KCQqZoNYOwyDHuKQGORNQNaPCQk7ZmI5g6KCiEmxczsat/K+OSf1MG/cU+jP2baKk0tqJTJxTUryzy9qU/J82LDA7iUuu8gJBsXmjrBA+an+6u59yAwzFxAHKDHez+uyOGsrQ/VCtiywEcqMf65sgdd8al3/ne9QCidZjJ1vHKnhkWkqq0jIyqiojBkLMIqWB9MtxUF0suUaTmmtkANTU96dylwmX7/Ae9L93wm6ne/WzfXa0uNEm+UwOyDcSkl/kjPwml6RHGLknT+SZvHir3qEXej/mVq+xyOyTWnmn/wBfC8fg</latexit>...

<latexit sha1_base64="S2udB01Fa2uXSrGcTgAd8lmQqhc=">AAACgnicbVFLT9tAEN6YZ0OhBI69uESVKoQiuy0pBw5IXHpCIJGEKrbQej0OS/Zh7Y6hkeX/wBX+Gf+mm8cBh4600qfvoZnZSXLBLQbBa8NbWV1b39j80Nz6uL3zabe117e6MAx6TAttbhJqQXAFPeQo4CY3QGUiYJCMz6f64AGM5Vpd4ySHWNKR4hlnFB3Vjx5SjfZ2tx10gln570G4AG2yqMvbViOLUs0KCQqZoNYOwyDHuKQGORNQNaPCQk7ZmI5g6KCiEmxczsat/K+OSf1MG/cU+jP2baKk0tqJTJxTUryzy9qU/J82LDA7iUuu8gJBsXmjrBA+an+6u59yAwzFxAHKDHez+uyOGsrQ/VCtiywEcqMf65sgdd8al3/ne9QCidZjJ1vHKnhkWkqq0jIyqiojBkLMIqWB9MtxUF0suUaTmmtkANTU96dylwmX7/Ae9L93wm6ne/WzfXa0uNEm+UwOyDcSkl/kjPwml6RHGLknT+SZvHir3qEXej/mVq+xyOyTWnmn/wBfC8fg</latexit>...
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⇢ =
mSD,j

pT,j
, ⌧21, ⌧32, ⌧43, ⌧S =

p
⌧21
⌧1

, Pb, nPF

• QUAK space axes implemented with normalizing flows

‣ Density estimation models (unsupervised)

‣ Evaluate  for each event — signal/bkg-

like losses

−log p(x)

<latexit sha1_base64="S2udB01Fa2uXSrGcTgAd8lmQqhc=">AAACgnicbVFLT9tAEN6YZ0OhBI69uESVKoQiuy0pBw5IXHpCIJGEKrbQej0OS/Zh7Y6hkeX/wBX+Gf+mm8cBh4600qfvoZnZSXLBLQbBa8NbWV1b39j80Nz6uL3zabe117e6MAx6TAttbhJqQXAFPeQo4CY3QGUiYJCMz6f64AGM5Vpd4ySHWNKR4hlnFB3Vjx5SjfZ2tx10gln570G4AG2yqMvbViOLUs0KCQqZoNYOwyDHuKQGORNQNaPCQk7ZmI5g6KCiEmxczsat/K+OSf1MG/cU+jP2baKk0tqJTJxTUryzy9qU/J82LDA7iUuu8gJBsXmjrBA+an+6u59yAwzFxAHKDHez+uyOGsrQ/VCtiywEcqMf65sgdd8al3/ne9QCidZjJ1vHKnhkWkqq0jIyqiojBkLMIqWB9MtxUF0suUaTmmtkANTU96dylwmX7/Ae9L93wm6ne/WzfXa0uNEm+UwOyDcSkl/kjPwml6RHGLknT+SZvHir3qEXej/mVq+xyOyTWnmn/wBfC8fg</latexit>...
<latexit sha1_base64="S2udB01Fa2uXSrGcTgAd8lmQqhc=">AAACgnicbVFLT9tAEN6YZ0OhBI69uESVKoQiuy0pBw5IXHpCIJGEKrbQej0OS/Zh7Y6hkeX/wBX+Gf+mm8cBh4600qfvoZnZSXLBLQbBa8NbWV1b39j80Nz6uL3zabe117e6MAx6TAttbhJqQXAFPeQo4CY3QGUiYJCMz6f64AGM5Vpd4ySHWNKR4hlnFB3Vjx5SjfZ2tx10gln570G4AG2yqMvbViOLUs0KCQqZoNYOwyDHuKQGORNQNaPCQk7ZmI5g6KCiEmxczsat/K+OSf1MG/cU+jP2baKk0tqJTJxTUryzy9qU/J82LDA7iUuu8gJBsXmjrBA+an+6u59yAwzFxAHKDHez+uyOGsrQ/VCtiywEcqMf65sgdd8al3/ne9QCidZjJ1vHKnhkWkqq0jIyqiojBkLMIqWB9MtxUF0suUaTmmtkANTU96dylwmX7/Ae9L93wm6ne/WzfXa0uNEm+UwOyDcSkl/kjPwml6RHGLknT+SZvHir3qEXej/mVq+xyOyTWnmn/wBfC8fg</latexit>...

<latexit sha1_base64="S2udB01Fa2uXSrGcTgAd8lmQqhc=">AAACgnicbVFLT9tAEN6YZ0OhBI69uESVKoQiuy0pBw5IXHpCIJGEKrbQej0OS/Zh7Y6hkeX/wBX+Gf+mm8cBh4600qfvoZnZSXLBLQbBa8NbWV1b39j80Nz6uL3zabe117e6MAx6TAttbhJqQXAFPeQo4CY3QGUiYJCMz6f64AGM5Vpd4ySHWNKR4hlnFB3Vjx5SjfZ2tx10gln570G4AG2yqMvbViOLUs0KCQqZoNYOwyDHuKQGORNQNaPCQk7ZmI5g6KCiEmxczsat/K+OSf1MG/cU+jP2baKk0tqJTJxTUryzy9qU/J82LDA7iUuu8gJBsXmjrBA+an+6u59yAwzFxAHKDHez+uyOGsrQ/VCtiywEcqMf65sgdd8al3/ne9QCidZjJ1vHKnhkWkqq0jIyqiojBkLMIqWB9MtxUF0suUaTmmtkANTU96dylwmX7/Ae9L93wm6ne/WzfXa0uNEm+UwOyDcSkl/kjPwml6RHGLknT+SZvHir3qEXej/mVq+xyOyTWnmn/wBfC8fg</latexit>...
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⇢ =
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, ⌧21, ⌧32, ⌧43, ⌧S =
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⌧1

, Pb, nPF

• QUAK space axes implemented with normalizing flows
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Bump hunting
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To search for a resonance with mass , we need a consistent & unbiased procedure for selecting anomalous events mH
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To search for a resonance with mass , we need a consistent & unbiased procedure for selecting anomalous events mH
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Define a signal region and sideband 
around  — SB should be bkg-
dominated
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To search for a resonance with mass , we need a consistent & unbiased procedure for selecting anomalous events mH

Step 2 
Sideband events define a template in 
QUAK space; sparsest bins define a 
selection contour for anomalous events
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Bump hunting

26

Step 1 
Define a signal region and sideband 
around  — SB should be bkg-
dominated

mH

To search for a resonance with mass , we need a consistent & unbiased procedure for selecting anomalous events mH

Step 2 
Sideband events define a template in 
QUAK space; sparsest bins define a 
selection contour for anomalous events

Step 3 
Select events based on contour & 
construct dijet mass spectrum 
Run a fit to look for a bump

Bkg  
template

Signal 
template

mH
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Results
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We repeat this procedure on real data for  between 1.8 and 6 TeV, and find…mH
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Results

27

We repeat this procedure on real data for  between 1.8 and 6 TeV, and find…mH

Observed p-values for signal-like excesses*

Reference p-values for 0 - 5 sigma 

Anything less than   
doesn’t raise eyebrows!

3σ

*local significance
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Results
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We repeat this procedure on real data for  between 1.8 and 6 TeV, and find…mH

*local significance
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Sensitivity to new signals

28

No new physics in the data, but more importantly we can demonstrate our sensitivity to potential 
signals with injections
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Sensitivity to new signals

28

No new physics in the data, but more importantly we can demonstrate our sensitivity to potential 
signals with injections
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Limits

29

First collider limits for nearly all of these benchmark signals! All with a single analysis framework
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Self-supervised 
spaces
Built “by the machine”
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Self-supervised approach

31

QUAK-style 

•Axes defined by our choice of priors 

•Space is interpretable but is it optimal?

FM-style 

•Axes are learned via self-supervision 

•Not interpretable, but perhaps the model 

can learn/encode very sophisticated things

Background-like

Signal-li
ke 2

Si
gn

al
-li

ke
 1

SM

New physics

???

??
???

?
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Anomaly detection

32

???

??
???

?

Our space no longer has human-interpretable 

structure - how do we do anomaly detection?
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Anomaly detection

32

Answer: statistical method driven by ML

NPLM (Ask Gaia all about this)

Bkg-only reference

Data

New physics 
(within data) 
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Building the space: contrastive learning

33
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33

• Want to build this space in a self-supervised manner — 

we opt for contrastive learning
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Building the space: contrastive learning

33

• Want to build this space in a self-supervised manner — 

we opt for contrastive learning

• Fundamentally based on data augmentations

‣ For an input , create an “augmented” version  and 

teach a neural network to treat  and  in the same 

way

x x′￼

x x′￼
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Building the space: contrastive learning

33

• Want to build this space in a self-supervised manner — 

we opt for contrastive learning

• Fundamentally based on data augmentations

‣ For an input , create an “augmented” version  and 

teach a neural network to treat  and  in the same 

way

x x′￼

x x′￼

‣ All other data points are negative samples and should 

be pushed apart

Cats

Dogs
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(Supervised) SimCLR

34

2002.05709

https://arxiv.org/abs/2002.05709
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(Supervised) SimCLR

34

• SimCLR is a popular contrastive learning setup 

‣ Cosine similarity  measures alignment̂zi ⋅ ̂zj

• But what augmentations are “best” for particle physics? 

‣ Boosts? Rotations? Energy smearing? … 

2002.05709

https://arxiv.org/abs/2002.05709
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(Supervised) SimCLR

34

• SimCLR is a popular contrastive learning setup 

‣ Cosine similarity  measures alignment̂zi ⋅ ̂zj

• But what augmentations are “best” for particle physics? 

‣ Boosts? Rotations? Energy smearing? … 

• We do have an abundance of labeled data from 

simulations 

‣ Motivates a supervised approach — positive pairs 

are drawn from the same class of objects

2004.11362

https://arxiv.org/abs/2004.11362
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Training on jets

35

QCDZ boson

Top quark W boson

• Train supervised SimCLR embeddings of individual 

jets from four different classes (common SM 

processes) 

• Use the particle transformer architecture 

‣ Full attention between all particles in a jet (up to 
128) 

‣ 17 input features for each particle (kinematic, ID, 
trajectory) 

‣ Variable-dim embedding spaces
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The learned space

36
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The learned space

36

Unseen in training!
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“Discovering” the Higgs

37

Can we use this space to “discover”  ? 

‣ Create “reference” datasets using a combination of 

QCD, W, Z, and top quark backgrounds 

‣ Inject increasing numbers of  jets into “test” 

datasets with the same composition as the reference

H → bb̄

H → bb̄
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“Discovering” the Higgs

37

Can we use this space to “discover”  ? 

‣ Create “reference” datasets using a combination of 

QCD, W, Z, and top quark backgrounds 

‣ Inject increasing numbers of  jets into “test” 

datasets with the same composition as the reference

H → bb̄

H → bb̄
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How does this measure up?

38

Anomaly detection w/ contrastive space Dedicated CMS search

Assuming , we’d expect  at 0.0056% 
signal-to-bkg for CMS Run 2 luminosity  

One contrastive training + NPLM

Z ∝ lumi 4σ
Observed  in ggF + VBF at  on CMS Run 2 dataset, 
estimated 0.0053% signal-to-bkg 

Dedicated search: hand-tuned selection, ggF/VBF categorization, 
dedicated jet tagger, etc.

H → bb̄ 4σ

NB: these two setups are only very approximately comparable! 

2407.08012

https://arxiv.org/abs/2407.08012
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Robustness

Simulations are not to be trusted
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A problematic possibility

40

Simulation

Real data
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A problematic possibility

40

• Easiest to train an embedding on simulation — what 

if our simulations are wrong?

‣ Even subtle/small systematic differences can have 
an impact

‣ Needs to be accounted for; might reduce the 
sensitivity of downstream tasks (e.g. NPLM)

Simulation

Real data
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A problematic possibility

40

• Easiest to train an embedding on simulation — what 

if our simulations are wrong?

‣ Even subtle/small systematic differences can have 
an impact

‣ Needs to be accounted for; might reduce the 
sensitivity of downstream tasks (e.g. NPLM)

• One option is reweighting simulation

‣ w(x) = pD(x)/psim(x)

‣ Works well enough, but cannot account for 

discrepancies in the tail!

Simulation

Real data
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Morphing a contrastive space

41

Contrastive space trained on “MC” treats “data” 
differently — discrepancies in learned space
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Morphing a contrastive space

41

Contrastive space trained on “MC” treats “data” 
differently — discrepancies in learned space

Mitigate differences with flow-based 
“chained quantile morphing” method 

2309.15912

https://arxiv.org/abs/2309.15912
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Morphing a contrastive space

41

Contrastive space trained on “MC” treats “data” 
differently — discrepancies in learned space

Mitigate differences with flow-based 
“chained quantile morphing” method 

2309.15912

https://arxiv.org/abs/2309.15912
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The future

Where do we go from here?
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One space to rule them all

43

QCD

Higgs

EWK

New physics 

One space, many downstream tasks!

Early evidence that embeddings are a promising tool for 

collider physics! 

Lots of exciting work to come & ongoing! )1 , 1 -, -1 ., .1
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Some future directions

44

A few things we’re hoping to pursue 

1. Develop “supervised” contrastive embedding 

into full-scale demonstration for a realistic LHC 

search/measurement 

2. Learn embeddings for a “Level 1 foundation 

model” — isolate anomalies & rare SM in real 

time! 

3. Contrastive space for GWAK v2 at LIGO - online 

anomaly detection & more

FastML

Emerging AI frontier

Anomaly trigger

2103.05579

https://cds.cern.ch/record/2904695
https://arxiv.org/abs/2103.05579
https://fastmachinelearning.org/
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A new workflow for HEP

45

Self-organized, physically meaningful, 

and expressive latent features

Noisy, high-dim, 

complex physics inputs

2403.07066

2407.20315 Anomaly detection

Precision measurements

Any analysis we want, 

faster & easier

BSM physics searches

2208.05484

https://arxiv.org/pdf/2407.20315
https://arxiv.org/pdf/2403.07066
https://arxiv.org/abs/2208.05484
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A new workflow for HEP

45

Representation learning

Foundation models
Self-supervised learning

Physics-informed architectures?

Physics-aware training?
Interpretable ML?

Self-organized, physically meaningful, 

and expressive latent features

Noisy, high-dim, 

complex physics inputs

2403.07066

2407.20315 Anomaly detection

Precision measurements

Any analysis we want, 

faster & easier

BSM physics searches

2208.05484

Lots of room for 
new ideas!

https://arxiv.org/pdf/2407.20315
https://arxiv.org/pdf/2403.07066
https://arxiv.org/abs/2208.05484
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Talk to me about…

46

Thanks for listening!

Physics things 

• Representation learning for collider 

physics and/or LIGO 

• Training/deploying “Foundation models” 

for experiments 

• Robustness/bias of AI models in science 

— uncertainty, generalizability, etc.

AI things 

• Fundamental questions of the “how does 
this work” variety (toy models, etc.) 

•Self-supervised learning; how training 
objective shapes a model’s “understanding” 

•Generalization capabilities, particularly for 
models trained on scientific data

These lists aren’t mutually exclusive!
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Backup
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CASE

48

?

?
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Jet

Jet

…

…

B 
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CASE

48

CASE = The CMS Anomaly Search (Effort)

• Looking for small resonant signatures using 

anomaly detection techniques

• Focusing on jet substructure 

?

?

A

p

p

Jet

Jet

…

…

B 

C B
W

W
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Bump hunting

49

From Patrick McCormack’s CMS Week Plenary

Real Data Trained Model Anomaly Metric Cut

SIG
like

BG
like

Bump Hunt New PhysicsMachine learning 
anomaly detection

https://indico.cern.ch/event/1180058/contributions/5566641/attachments/2719679/4724792/September_22_CMS_Week_CASE.pdf
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Bump hunting
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Real Data Trained Model Anomaly Metric Cut

SIG
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BG
like

Bump Hunt New Physics
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Figure 1. An illustration of the CWoLa framework. Rather than being trained to directly classify
signal (S) from background (B), the classifier is trained by standard techniques to distinguish data as
coming either from the first or second mixed sample, labeled as 0 and 1 respectively. No information
about the signal/background labels or class proportions in the mixed samples is used during training.

Theorem 1. Given mixed samples M1 and M2 defined in terms of pure samples S and B

using Eqs. (2.3) and (2.4) with signal fractions f1 > f2, an optimal classifier trained to

distinguish M1 from M2 is also optimal for distinguishing S from B.

Proof. The optimal classifier to distinguish examples drawn from pM1 and pM2 is the likelihood

ratio LM1/M2
(~x) = pM1(~x)/pM2(~x). Similarly, the optimal classifier to distinguish examples

drawn from pS and pB is the likelihood ratio LS/B(~x) = pS(~x)/pB(~x). Where pB has support,

we can relate these two likelihood ratios algebraically:

LM1/M2
=

pM1

pM2

=
f1 pS + (1� f1) pB
f2 pS + (1� f2) pB

=
f1 LS/B + (1� f1)

f2 LS/B + (1� f2)
, (2.6)

which is a monotonically increasing rescaling of the likelihood LS/B as long as f1 > f2, since

@LS/B
LM1/M2

= (f1 � f2)/(f2LS/B � f2 + 1)2 > 0. If f1 < f2, then one obtains the reversed

classifier. Therefore, LS/B and LM1/M2
define the same classifier.

An important feature of CWoLa is that, unlike the LLP-style weak supervision in Sec. 2.2,

the label proportions f1 and f2 are not required for training. Of course, this proof only

guarantees that the optimal classifier from CWoLa is the same as the optimal classifier from

fully-supervised learning. We explore the practical performance of CWoLa in Secs. 3 and 4.

The problem of learning from unknown mixed samples can be shown to be mathematically

equivalent to the problem of learning with asymmetric random label noise, where there have

been recent advances [32, 40]. The equivalence of these frameworks follows from the fact that
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Figure 1. An illustration of the CWoLa framework. Rather than being trained to directly classify
signal (S) from background (B), the classifier is trained by standard techniques to distinguish data as
coming either from the first or second mixed sample, labeled as 0 and 1 respectively. No information
about the signal/background labels or class proportions in the mixed samples is used during training.

Theorem 1. Given mixed samples M1 and M2 defined in terms of pure samples S and B

using Eqs. (2.3) and (2.4) with signal fractions f1 > f2, an optimal classifier trained to

distinguish M1 from M2 is also optimal for distinguishing S from B.

Proof. The optimal classifier to distinguish examples drawn from pM1 and pM2 is the likelihood

ratio LM1/M2
(~x) = pM1(~x)/pM2(~x). Similarly, the optimal classifier to distinguish examples

drawn from pS and pB is the likelihood ratio LS/B(~x) = pS(~x)/pB(~x). Where pB has support,

we can relate these two likelihood ratios algebraically:

LM1/M2
=

pM1

pM2

=
f1 pS + (1� f1) pB
f2 pS + (1� f2) pB

=
f1 LS/B + (1� f1)

f2 LS/B + (1� f2)
, (2.6)

which is a monotonically increasing rescaling of the likelihood LS/B as long as f1 > f2, since

@LS/B
LM1/M2

= (f1 � f2)/(f2LS/B � f2 + 1)2 > 0. If f1 < f2, then one obtains the reversed

classifier. Therefore, LS/B and LM1/M2
define the same classifier.

An important feature of CWoLa is that, unlike the LLP-style weak supervision in Sec. 2.2,

the label proportions f1 and f2 are not required for training. Of course, this proof only

guarantees that the optimal classifier from CWoLa is the same as the optimal classifier from

fully-supervised learning. We explore the practical performance of CWoLa in Secs. 3 and 4.

The problem of learning from unknown mixed samples can be shown to be mathematically

equivalent to the problem of learning with asymmetric random label noise, where there have

been recent advances [32, 40]. The equivalence of these frameworks follows from the fact that
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Figure 1. An illustration of the CWoLa framework. Rather than being trained to directly classify
signal (S) from background (B), the classifier is trained by standard techniques to distinguish data as
coming either from the first or second mixed sample, labeled as 0 and 1 respectively. No information
about the signal/background labels or class proportions in the mixed samples is used during training.

Theorem 1. Given mixed samples M1 and M2 defined in terms of pure samples S and B

using Eqs. (2.3) and (2.4) with signal fractions f1 > f2, an optimal classifier trained to

distinguish M1 from M2 is also optimal for distinguishing S from B.

Proof. The optimal classifier to distinguish examples drawn from pM1 and pM2 is the likelihood

ratio LM1/M2
(~x) = pM1(~x)/pM2(~x). Similarly, the optimal classifier to distinguish examples

drawn from pS and pB is the likelihood ratio LS/B(~x) = pS(~x)/pB(~x). Where pB has support,

we can relate these two likelihood ratios algebraically:

LM1/M2
=

pM1

pM2

=
f1 pS + (1� f1) pB
f2 pS + (1� f2) pB

=
f1 LS/B + (1� f1)

f2 LS/B + (1� f2)
, (2.6)

which is a monotonically increasing rescaling of the likelihood LS/B as long as f1 > f2, since

@LS/B
LM1/M2

= (f1 � f2)/(f2LS/B � f2 + 1)2 > 0. If f1 < f2, then one obtains the reversed

classifier. Therefore, LS/B and LM1/M2
define the same classifier.

An important feature of CWoLa is that, unlike the LLP-style weak supervision in Sec. 2.2,

the label proportions f1 and f2 are not required for training. Of course, this proof only

guarantees that the optimal classifier from CWoLa is the same as the optimal classifier from

fully-supervised learning. We explore the practical performance of CWoLa in Secs. 3 and 4.

The problem of learning from unknown mixed samples can be shown to be mathematically

equivalent to the problem of learning with asymmetric random label noise, where there have

been recent advances [32, 40]. The equivalence of these frameworks follows from the fact that
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Figure 1. An illustration of the CWoLa framework. Rather than being trained to directly classify
signal (S) from background (B), the classifier is trained by standard techniques to distinguish data as
coming either from the first or second mixed sample, labeled as 0 and 1 respectively. No information
about the signal/background labels or class proportions in the mixed samples is used during training.

Theorem 1. Given mixed samples M1 and M2 defined in terms of pure samples S and B

using Eqs. (2.3) and (2.4) with signal fractions f1 > f2, an optimal classifier trained to

distinguish M1 from M2 is also optimal for distinguishing S from B.

Proof. The optimal classifier to distinguish examples drawn from pM1 and pM2 is the likelihood

ratio LM1/M2
(~x) = pM1(~x)/pM2(~x). Similarly, the optimal classifier to distinguish examples

drawn from pS and pB is the likelihood ratio LS/B(~x) = pS(~x)/pB(~x). Where pB has support,

we can relate these two likelihood ratios algebraically:
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=
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=
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, (2.6)

which is a monotonically increasing rescaling of the likelihood LS/B as long as f1 > f2, since
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= (f1 � f2)/(f2LS/B � f2 + 1)2 > 0. If f1 < f2, then one obtains the reversed

classifier. Therefore, LS/B and LM1/M2
define the same classifier.

An important feature of CWoLa is that, unlike the LLP-style weak supervision in Sec. 2.2,

the label proportions f1 and f2 are not required for training. Of course, this proof only

guarantees that the optimal classifier from CWoLa is the same as the optimal classifier from

fully-supervised learning. We explore the practical performance of CWoLa in Secs. 3 and 4.

The problem of learning from unknown mixed samples can be shown to be mathematically

equivalent to the problem of learning with asymmetric random label noise, where there have

been recent advances [32, 40]. The equivalence of these frameworks follows from the fact that
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Selecting events
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How should we select  
events for the bump hunt?

Naive choice: “bottom right”

Bkg MC + Injected Signal

Injected signal bump

Sculpted background

This significantly sculpts the background distribution — no good! 
Driven by inverse correlation between  & bkg-like lossMjj
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Mass decorrelation
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Devised a two step approach to decorrelate each ML model’s output from Mjj

Step 1: Flatten Bkg Training Sample Step 2: PCA to account for residual correlation

*Illustration, 
actual correlation  
is much weaker

Bk
g 

Lo
ss

<latexit sha1_base64="sr7bB5tlnaNA+V8sUHukF5zmNLI=">AAACgnicbVFLT9tAEN64tKWUtjyOvbiNkFBVRXahlAMHJC5cQFRqAiixovV6HDbZh7U7Lo1W/g9c4Z/xb1gnOeDQkVb69D00MztpIbjFKHpsBa9WXr95u/pu7f36h4+fNja3elaXhkGXaaHNVUotCK6gixwFXBUGqEwFXKaTk1q//AvGcq3+4LSARNKR4jlnFD3VOxu68bgabrSjTjSr8CWIF6BNFnUx3Gzlg0yzUoJCJqi1/TgqMHHUIGcCqrVBaaGgbEJH0PdQUQk2cbNxq3DHM1mYa+OfwnDGPk84Kq2dytQ7JcUbu6zV5P+0fon5YeK4KkoExeaN8lKEqMN69zDjBhiKqQeUGe5nDdkNNZSh/6FGF1kK5EbfNjdB6r81cf/mezQCqdYTL1vPKrhlWkqqMjcwqnIDBkLMIs5A9uVnVJ0vuUbThmtkAFTtu64vEy/f4SXo/ejEB52D3/vt4++LG62Sz+Qr2SUx+UWOySm5IF3CyJjckXvyEKwE34I42Jtbg9Yis00aFRw9ATShx8w=</latexit>
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Mass decorrelation
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Decorrelation measures successfully “un-sculpt” background enough to use standard fit functions
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Bump hunting
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Step 4 
Fit the resulting spectrum to a background 
(smoothly falling) + signal (bump) function

Background template Signal template

mH

“Double-sided crystal ball” 

Gaussian core + power law tails



Sam Bright-Thonney IAIFI Colloquium February 14th, 2025

A different solution: morphing

54

YorigYcorr

Ycorr = F−1
data(FMC(Yorig))

Data CDF
MC 
CDF

MC 
Input“quantile morphing”
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A different solution: morphing
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YorigYcorr

Ycorr = F−1
data(FMC(Yorig))

Data CDF
MC 
CDF

MC 
Input“quantile morphing”

N-D 
Case

p(x) = p(x1)p(x2 |x1)⋯p(xk |x1:k−1)

F1(x1) F2(x2 |x1) Fk(xk |x1:k−1)

Raw 
MC

Corrected  
MC

y1 = F−1
D (FMC(x1)) y2 = F−1

D (FMC(x2 |y1) |y1)

⋯⋯
yk = F−1

D (FMC(xk |y1:k−1) |y1:k−1)

x1 x2, y1 xk, y1:k−1

“Chained quantile morphing” Approach used in 2208.12279 using BDTs

https://arxiv.org/pdf/2208.12279.pdf
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Chained quantile morphing with flows

55

2309.15912

Use flows to model the (conditional) densities 
& morph between data-like & simulation-like 
samples

Successfully applied to LHC olympics 
dataset; transformed high-level jet features

https://arxiv.org/abs/2309.15912

